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Abstract. Multimodal named entity extraction is an emerging task
which uses both textual and visual information to detect named entities
and identify their entity types. The existing efforts are often flawed in two
aspects. Firstly, they may easily ignore the natural prejudice of visual
guidance brought by the image. Secondly, they do not further explore the
knowledge contained in the image. In this paper, we novelly propose a
novel neural network model which introduces both image attributes and
image knowledge to help improve named entity extraction. While the
image attributes are high-level abstract information of an image that
could be labelled by a pre-trained model based on ImageNet, the im-
age knowledge could be obtained from a general encyclopedia knowledge
graph with multi-modal information such as DBPedia and Yago. Our
emperical study conducted on real-world data collection demonstrates
the effctiveness of our approach comparing with several state-of-the-art
approaches.

Keywords: Named Entity Recognition · Multimodal Learning · Social
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1 Introduction

Recent years have witnessed a dramatic growth of user-generated social media
posts on various social media platforms such as Twitter, Facebook and Weibo.
As an indispensable resource for many social media based tasks such as breaking
news aggregation [21], the identification of cyber-attacks [22] or acquisition of
user interests, there is a growing need to obtain structured information from so-
cial media. As a basic task of information extraction, Named Entity Recognition
(NER) aims at discovering named entities in free text and classify them into
per-defined types including person (PER), location (LOC), organization (ORG)
and other (OTHER).

? The corresponding author



2 D. Chen et. al.

Tweet
posts

teachers take on top
of Mount Sherman.

Sony announced a Bad
Boys in the next few
years.

Jackson is really my
favorite.

Expected
NER
results

teachers take on top
of [Mount Sherman
LOC].

[Sony ORG] an-
nounced a [Bad Boys
OTHER] in the next
few years.

[Jackson PER] is re-
ally my favorite.

NER
with text
only

teachers take on top
of [Mount Sherman
OTHER].

[Sony ORG] an-
nounced a [Bad Boys
PER] in the next few
years.

[Jackson OTHER] is
really my favorite.

MNER
with
previous
methods

teachers take on top
of [Mount Sherman
PER].

[Sony PER] announced
a [Bad Boys PER] in
the next few years.

[Jackson OTHER] is
really my favorite.

Fig. 1. Three example social media posts with labelled named entities

Different from NER with plain text, NER with social media posts is defined
as multimodal named entity recognition (MNER) [30], which aims to detect
named entities and identify their entity types given a (post text, post image)
pair. As the three example posts with images given in Fig. 1, we expect to detect
“Mount Sherman” as LOC from the first post, “Sony” as an ORG and “Bad
Boys” as OTHER from the second post, and “Jackson” as PER from the third
post. However, the post texts are usually too short to provide enough context for
named entity recognition. As a result, if we perform named entity recognition
with the post text only, these mentions might be wrongly recognized as shown in
the figure. Fortunately, the post images may provide necessary complementary
information to help named entity recognition.

So far, plenty of efforts have been made on NER. Ealier NER systems mainly
rely on feature engineering and machine learning models [10], while the state-of-
the-art approaches are sequence models, which replace the handcrafted features
and machine learning models with various kinds of word embeddings [6] and
Deep neural network (DNN) [3]. As a variant of NER, MNER also receives
much attention in recent years [1,15,18,28,30]. Some work first learns the char-
acteristics of each modality separately, and then integrates the characteristics
of different modalities with attention mechanism [15, 18, 30]. Some other work
produces interactions between modalities with attention mechanism in the early
stage of extracting different modal features [1, 28].

However, the existing MNER methods are often flawed in two aspects. Firstly,
they may easily ignore the natural prejudice of visual guidance brought by the
image. Let’s see the first tweet post with an image in Fig. 1, where the “Mount
Sherman” in the post might be taken as a person given that there are several
persons in the image. To allieviate the natural prejudice of visual guidance here,
we need to treat the persons and the mountain in the image fairly, such that
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“Mount Sherman” is more likely to be associated with a mountain. Secondly,
some important background knowledge about the image is yet to be obtained
and furtherly explored. Let’s see the second tweet post in Fig. 1, where the
“Bad Boys” might be wrongly recognized as a person if we just use the shallow
feature information in the image. But if we have the knowledge that the image
is actually a movie poster, then “Bad Boys” in the text could be recognized as a
movie instead of two persons. Similarly, we can see from the third post in Fig. 1,
the director of the movie “Jackson” might be wrongly recognized as an aminal
(i.e. OTHER), if we do not possess the knowledge that the image is a movie
poster of the movie “King Kong”.

To address the above drawbacks, we propose a novel MNER neural model
integrating both image attributes and image knowledge. The image attributes are
high-level abstract information of an image that are labelled by a pre-trained
model based on ImageNet [23]. For instance, the labels to the image of the first
post in Fig. 1 could be “person”, “mountain”, “sky”, “cloud” and “jeans”. By
introducing image attributes, we could not only overcome the expression hetero-
geneity between text and image. More importantly, we could greatly alleviate the
visual guidance bias brought by images. The knowledge about an image could be
obtained from a general encyclopedia knowledge graph with multi-modal infor-
mation (or MMKG for short) such as DBPedia [2] and Yago [25], which could be
leveraged to better understand its meaning. However, it is nontrivial to obtain
the image knowledge from MMKG, which requires us to find the entity that
corresponds to the image in the MMKG firstly. It would be extreamly expensive
if we search through the whole MMKG with millions of entities. Here we propose
an efficient way to accomplish this task by searching the candidate entities cor-
responding to the entity mentions in the text, as well as their nearest neighbor
entities within n-hop range.

To summarize, our main contributions are as follows:

– We introduce image attributes into MNER to alleviate the visual guidance
bias brought by images and overcome the expression heterogeneity between
text and image.

– We propose an efficient approach to obtain knowledge about a poster image
from a large MMKG by utilizing the identified mentions in the poster text.

– We propose a novel neural model with multiple attentions to integrate both
image attributes and image knowledge into our neural MNER model.

We conduct our empirical study on real-world data, which demonstrates the
effctiveness of our approach comparing with several state-of-the-art approaches.

Roadmap. The rest of the paper is organized as follows: We discuss the related
work in Sec. 2, and then present our approach in Sec. 3. After reporting our
empirical study in Sec. 4, we finally conclude the paper in Sec. 5.
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2 Related Work

In this section, we cover related work on traditional NER with text only, and
MNER using image and text in recent years. Then, we present some other multi-
modal tasks which inspire us deeply.

2.1 Traditional NER with Text Only

The NER task has been studied for many years, and there are various ma-
ture models. Traditional approaches typically focus on designing effective fea-
tures and then feed these features to different linear classifiers such as maxi-
mum entropy [5], conditional random fileds (CRF) [8] and support vector ma-
chines (SVM) [16]. Because traditional methods involve drab feature engineering,
many deep learning methods for NER have emerged rapidly, such as BiLSTM-
CRF [11], Bert-CRF [19], Lattice-LSTM [14]. It turns out that these neural
approaches can achieve the state-of-the-art performance on formal text.

However, when using the above methods on social media tweets, the results
are not satisfactory since the context of tweet texts is not rich enough. Hence,
some studies propose to exploit external resources (e.g., shallow parser, Freebase
dictionary and graphic characteristics) to help deal with NER task in social
media text [12,13,34,35]. Indeed, the performance of these models with external
resources is better than the previous work.

2.2 MNER with Image and Text

With the rapid increase of multi-modal data on social media platforms, some
work starts to study using multi-modal data such as the associate images to
improve the effectiveness of NER. Specifically, in order to fuse the textual and
visual information, [18] proposes a multimodal NER (i.e. MNER) network with
modality attention, while [30] and [15] propose an adaptive co-attention network
and a gated visual attention mechanism to model the inter-modal interactions
and filter out the noise in the visual context respectively. To fully capture intra-
modal and cross-modal interactions, [1] extends multi-dimensional self-attention
mechanism so that the proposed attention can guide visual attention module.
Also, [28] proposes to leverage purely text-based entity span detection as an
auxiliary module to alleviate the visual bias and designs a Unified Multimodal
Transformer to guide the final predictions.

2.3 Other Multimodal Tasks

In the field of multimodal fusion, other multimodal tasks can also inspire us
deeply. In VQA (Visual Question Answering) task, [26, 32] introduces the at-
tribute prediction layer as a method to incorporate high-level concepts. [4] pro-
poses to introduce three modalities of image, text and image attributes for multi-
modal irony recognition task in social media tweets. In [4], image attributes are
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Fig. 2. The architecture of our proposed model

used to ease the heterogeneity of image and text expression. The role of image
attributes is a high-level abstract information bridging the gap between texts
and images. [17, 33] introduces knowledge to do some common sense reasoning
and visual relation reasoning in Visual Question Answer task. Also, [24] proposes
to combine external knowledge with question to solve problems where the answer
is not in the image. While [7] designs modality fusion structure in order to dis-
cover the real importance of different modalities, several attention mechanisms
are used to fuse text and audio [27, 29]. An approach is proposed in [31] which
constructs a domain-specific Multimodal Knowledge Graph (MMKG) with vi-
sual and textual information from Wikimedia Commons.

3 Our Proposed Model

In this work, we propose a novel neural network structure which includes the
image attribute modality as well as image conceptual knowledge modality. This
neural network uses an attention mechanism to perform the interaction among
different modalities. The overall structure of our model is shown in Fig. 2. In
the following, we first formulate the problem of MNER and then describe the
proposed model in detail.

3.1 Problem Formulation

In this work, Multimodal Named Entity Recognition (MNER) task is formulated
as a sequence labeling task. Given a text sequence X = {x1, x2, ..., xn} and
associated image Image, MNER aims to identify entity boundaries from text
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first with the BIO style, and also categorize the identified entities into predefined
categories including Person, Organization, Location and Other. The output of
a MNER model is a sequence of tags Y = {y1, y2, ..., yn} with the input text,
where yi ∈ {O, B-PER, I–PER, B-ORG, I-ORG, B-LOC, I-LOC, B-OTHER,
I-OTHER} in this work.

3.2 Introducting Image Attributes and Knowledge

Fig. 2 illustrates the framework of our model. The model introduces image knowl-
edge using Multimodal Knowledge Graph (MMKG) and image attributes using
InceptionV31. We describe each part of the model respectively next.

Mamba never out, but see 
you, !

(Kobe Bryant, isA, basketball player) NULL

Kobe  Bryant Kobe  (city) Lebrun Los 
Angeles

Japan
......

Lakers Davis Eric
......

...

...

...

...

...

...

...

... ......

Partial illustration of Wikipedia as a MMKG

Candidate entity image set One-hop entity image set Two-hop entity image set

Yes

No No No

YesYes

isA, basketball player

isA, city

Tweet post

conceptual knowledge for related image :

Tweet text

Related image

Kobe 
Bryant

Lebrun
James

Los
Angeles

Lakers

Davis

Eric

USA

Kobe 
(city)

Japan

Akashi

Tokyo

Mount
FUJI

osman
thus

matched or not matched or not matched or not

Fig. 3. The process of acquiring knowledge for an image from MMKG

Image Attributes. We use the InceptionV3 network pre-trained on Im-
ageNet to predict the target objects in an image. Through the InceptionV3
network, we obtain the probability of a specific image corresponding to each
category of 1000 categories in the ImageNet, and take the 5 category items with
the highest probability value as the image attributes. Denote IA(img) as the
attribute set of the image img, we compute it as follows:

IA(img) = argsort{p|p = InceptionV 3(img)}[1 : 5], p ∈ [0, 1] (1)

1 Available at: https://keras.io/api/applications/#inceptionv3
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where argsort sorts 1000 probability values for the output of InceptionV3, and
p is the probability score returned by InceptionV3.

Image Knowledge. As for obtaining the image knowledge, we use part of
WikiPedia as the MMKG, which includes entities, the triple knowledge corre-
sponding to the entity and the images corresponding to the entity. An example
MMKG is given in the upper right part of Fig. 3.

To get knowledge for an image, a straightforward but very time-consuming
way is to search through the entire MMKG to find the entity who owns the image
that has the highest similarity to the given image. According to our observations,
most of the time, the images are often closely related to the entities mentioned
in the text. Thus, in this paper we propose an efficient way to acquire image
knowledge by leveraging the (mention, candidate entity) pairs between the post
text and MMKG. As shown in Fig. 3, from the input text, we first recognize
entity mentions, i.e., “Kobe”, and its corresponding candidate entities Se =
{e1, e2..., en}, i.e., “Kobe Bryant” and “Kobe (city)”, from the MMKG according
to the fuzzywuzzy algorithm2. Then we first calculate the similarity between the
given image in the post and all the images of these candidate entities. If some
highly similar image is found, the system would output the conceptual knowledge
about its corresponding entity such as (Kobe Bryant, isA, basketball player).
Otherwise, we get one-hop neighbourhood entities of the candidate entities, and
find if any of these entities own similar images to the input image. If yes, we
return relevant conceptual triplet as the image knowledge. Otherwise, we go to
the two-hop neighbourhood entities of these candidate entities. But if no matched
images are found even in the two-hop neighbourhood entities, we consider that
these is probably no relevant knowledge about the image in the MMKG.

3.3 Feature Extraction

In this section, we use Convolutional Neural Network to extract character fea-
tures and VGG network to extract image features.

Character Feature Extraction. Social media tweets are usually infor-
mal and contain many out-of-vocabulary (OOV) words. Character-level features
could alleviate informal word and OOV problems because character features can
capture valid word shape information such as prefixes, suffixes and capitalization.
We use 2D Convolutional Neural Network to extract character feature vectors.
First, a word w is projected to a sequence of characters c = [c1, c2, ..., cn] where
n is the word length. Next, a convolutional operation of filter size 1×k is applied
to the matrix W ∈ Rde×n. At the end, the character embedding of a word w is
computed by the column-wise maximum operation.

Image Feature Extraction. In order to acquire features from an image,
we use a pretrained VGG16 model. Specifically, we retain features of different
image regions from the last pooling layer which has a shape of 7×7×512 so that
we can get the spatial features of an image. Moreover, we resize it to 49 × 512

2 Available at: https://github.com/seatgeek/fuzzywuzzy



8 D. Chen et. al.

to simplify the calculations, where 49 is the number of image regions and 512 is
the dimension of the feature vector for each image region.

3.4 Modality Fusion

In this section, we use attention and gated fusion module to combine text, at-
tributes, knowledge and image information.

Self-attention. Self-attention module is applied to compute an alignment
score between elements from the same source. In NLP (natural language pro-
cessing), given a sequence of word embeddings x = [x1, x2, ..., xn] and a query
embedding q, the alignment score h(xi, q) between xi and q can be calculated
using Eq. 2.

h(xi, q) = wtσ(xiWx + qWq) (2)

where σ is an activation function, wt is a vector of weights and Wq, Wx are the
weight matrices. Such an alignment score h(xi, q) evaluates how important xi
is to a query q. In order to refine the impact of each feature, we compute the
feature-wise score vector h′(xi, q) in the following way.

h′(xi, q) = Wtσ(xiWx + qWq) (3)

The difference between Eq. 2 and Eq. 3 is that Wt ∈ Rde×de is a matrix and
h′(xi, q) ∈ Rde is a vector with the same length as xi so that the interaction
between each dimension of xi and each dimension of q can be studied.

The purpose of softmax applied to the output function h′ is to compute the
categorical distribution p(m|x, q) over all tokens. To reveal the importance of
each feature k in a word embedding xi, all the dimensions of h′(xi, q) need to be
normalized and the categorical distribution is calculated as:

p(mk = i|x, q) = softmax([h′(xi, q)]k) (4)

where [h′(xi, q)]k represents every dimension of [h′(xi, q)]. Therefore, text context
C for query q can be calculated as follows:

C =

[ n∑
i=1

Pkixki

]de

k=1

(5)

where Pki = p(mk = i|x, q).
Alignment Score. Image attributes and image conceptual knowledge can be

acquired by the approach described in Sec.3.2. We concatenate image conceptual
knowledge and image attributes to the end of the tweet text. For the tweet text
and knowledge, the corresponding word vector representation can be directly
obtained with fasttext. We use a two-layer fully connected network to obtain
the vector representation of the image attribute embeddings based on the top 5
image attributes.
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Denote as as the alignment score between a query embedding q ∈ X and a
word embedding wi, we compute it as follows:

as = h′(wi, q) (6)

where wi ∈ X∪K∪A and h′(wi, q) can be calculated using Eq. 3 by substituting
xi with wi. For the three sets X,K and A, X = {x1, x2, ..., xn} represents a
set of word-char embedding of tweet text, K is the word-char embedding of
knowledge and A means the word-char embedding of the weighted average of
image attributes.

Attention Guided Visual Attention. To obtain the visual attention ma-
trix, we calculate av between as and image feature matrix I as follows:

av(as, Ij) = Wvσ(asWs + IjWi) (7)

where av(as, Ij) ∈ Rde represents a single row of the visual attention scores
matrix av ∈ Rde×N , as ∈ Rde , Wi ∈ Rdi×de , Wv, Ws ∈ Rde×de are the weight
matrices and Ij ∈ Rdi is a row vector of I ∈ Rdi×N .

Gated Fusion. We normalize the score av by Eq. 8 to get the probability
distribution of av, denoted by P (av), over all regions of image.

P (av) = softmax(av) (8)

The output Cv containing visual context vector for as is an element-wise
product between p(av) and I which is computed as follows:

Cv =

n∑
i=1

Pi(av)� Ii (9)

In order to dynamically merge alignment score as and visual attention vectors
Cv, we choose a gate function G to integrate these information to get the fused
representation Fr which is calculated as:

G = σ(W1as +W2Cv + b) (10)

Fr = G� Cv + (1−G)� as (11)

where W1 and W2 are the learnable parameters and b is the bias vector and �
represents element-wise product operation.

We use Eq. 4 to get a categorical distribution P for Fr over all tokens of
a sequence w, where w is a sequence of tweet text, knowledge and attributes.
Then, element-wise product is computed between each pair of Pi and wi for the
purpose of getting context vector C(q) for query q.

C(q) =

n∑
i=1

Pi � wi (12)
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where n is the length of w, C(q) is a context vector fused text, image, image
attributes and knowledge features, C(q) ∈ Rde .

To deal with textual attributes component of NER, we fuse word represen-
tation x with C(q) with the gated fusion in Eq. 13 which is similar to Eq. 10.
Later, we compute the final output O in the following way.

G = σ(W1C(q) +W2x+ b) (13)

O = G� C(q) + (1−G)� x (14)

3.5 Conditional Random Fields

Conditional Random Fields (CRF) is the last layer in our model. It has been
shown that CRF is useful to sequence labeling task in practice because CRF can
detect the correlation between labels and their neighborhood.

We take X = {x0, x1, ..., xn} as an input sequence and y = {y0, y1, ..., yn} as
a generic sequence of labels for X. Y represents all possible label sequences for
X. Given a sequence X, all the possible label sequences y can be calculated as
follows:

p(y|X) =

n∏
i=1

Ωi(yi−1, yi, X)∑
y′∈Y

n∏
i=1

Ωi(y′i−1, y
′
i, X)

(15)

where Ωi(yi−1, yi, X) and Ωi(y
′
i−1, y

′
i, X) are potential functions. Maximum con-

ditional likelihood logarithm is used to learn parameters to maximize the log-
likelihood L(p(y|X)). The logarithm of likelihood is given by:

L(p(y|X)) =
∑
i

logp(y|X) (16)

At the time of decoding, we predict the output sequence yo as the one with
maximal score. The formula is shown as follows.

yo = argmaxy′∈Y P (y|X) (17)

4 Experiments

We conduct experiments on multimodal NER dataset and compare our model
with existing unimodal and multimodal approaches. Precision, Recall and F1
score are used as the evaluation metrics in this work.
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Table 1. Details of Dataset

Train Validate Test

Person 2217 552 1816

Location 2091 522 1697

Organization 928 247 839

Other 940 225 726

4.1 Dataset

We use multimodal NER dataset Twitter2015 constructed by [30]. It contains 4
types of entities Person, Location, Organization and Other collected from 8257
tweets. Table 1 shows the number of entities for each type in the train, validate
and test sets.

4.2 Implementation Details

We use 300D fasttext 3 crawl embeddings to get the word embeddings. And we
get 50D character embeddings trained from scratch using a single layer 2D CNN
with a kernel size of 1 × 3. A pre-trained 16-layer VGG network is employed
to initalize the vector representation of image. We set Adam optimizer with
different learning rate: 0.001, 0.01, 0.03 and 0.005. The experimental results show
that we achieve the best score when the learning rate is 0.001, the batch size is
20 and the dropout is 0.5. We adopt cosine similarity to compute the similarity
among images and set threshold θ = 0.9 to filter out dissimilar images.

4.3 Baselines

In this part, we describe four representative text-based models and multimodal
models in comparison with our method.

– BiLSTM-CRF : BiLSTM-CRF was proposed by [9], requiring no feature en-
gineering or data prepocessing. Therefore, it is suitable for many sequence
labeling tasks. It was reported to have achieved great result on text-based
dataset.

– T-NER: T-NER [20] is a specific NER system on tweet post. [30] applied
T-NER to train a model on Twitter2015 training set and then evaluated it
using Twitter2015 testing set.

– Adaptive Co-Attention Network : Adaptive Co-Attention Network was pro-
posed by [30], which defined MNER problem and constructed the dataset
Twitter2015.

3 Available at: https://dl.fbaipublicfiles.com/fasttext/vectors-english/

wiki-news-300d-1M.vec.zip
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Table 2. Comparison of our approach with previous state-of-the-art methods.

PER.
F1

LOC.
F1

ORG.
F1

OTHER
F1

Overall
Prec. Recall F1

BiLSTM+CRF [9] 76.77 72.56 41.33 26.80 68.14 61.09 64.42

T-NER [20] 83.64 76.18 50.26 34.56 69.54 68.65 69.09

Adaptive Co-Attention Network [30] 81.98 78.95 53.07 34.02 72.75 68.74 70.69

Self-Attention Network [1] 83.98 78.65 59.27 39.54 73.50 72.33 72.91

Our Model 84.28 79.43 58.97 41.47 74.78 71.82 73.27

– Self-attention Network : Self-attention Network was proposed by [1], which
inspired us to use self-attention to capture the relationship among tweet text,
image attributes and knowledge. This model achieved state-of-the-art effect
on some metrics. Thus, we take this model as an important baseline to show
the effectiveness of our model.

4.4 Results and Discussion

In Table 2, we report the precision(P), recall(R) and F1 score(F1) achieved by
each method on Twitter2015 dataset. In Table 3, we report the F1 score achieved
by our method in two different scenarios:(1) With image and (2)Without image.

First, as illustrated in Table 2, by comparing all text-based approaches with
multimodal approaches, it is obvious that multimodal models outperform the
other models if the dataset only contains text. This indicates that visual context
is indeed quite helpful for the NER task on social media tweet posts since image
can provide effective information to enrich text context.

Second, as shown in Table 2, our method outperforms the baseline by 0.78%
and 1.93% in LOC and OTHER types. Both overall precision and F1 of our
method are better than that of the baselines. We assume that the improvement
mainly comes from the following reason: the previous methods do not learn the
real meaning of some images, whereas our approach can learn deep information
of image and try to understand the really effective information that image can
provide to text.

Third, although we have introduced the image attributes and knowledge, we
still cannot remove the image from our model. From Table 3, we can see that if
we remove image but introduce image attributes and knowledge, the F1 score of
Without image is lower than that of With image scenario. This is because image
attributes are unable to fully represent the image features and the information
we need for some images is not deep conceptual knowledge but some target
objects in images.

4.5 Bad Case Analysis

In Fig. 4, we show some examples where our approach fails for sequence labeling
task. Some reasons are as follows:
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Table 3. Results of our method with image and without image on our dataset.

PER.
F1

LOC.
F1

ORG.
F1

OTHER
F1

Overall
F1

With image 84.28 79.43 58.97 41.47 73.27

Without image 83.51 77.26 58.06 37.03 72.09

(a) [Reddit ORG] needs to stop pretending (b) [Ben Davis PER] vs [Carmel PER]

Fig. 4. Two example wrong cases: (a) shows an unrelated image and a wrong predic-
tion. (b) shows great ambiguity for text even if other information is introduced.

1) Unrelated image: Matched image do not relate with tweet text. As we can
see in Fig. 4(a), “Reddit” belongs to “Other” but unrelated image could not
provide valid information so that it results in wrong prediction “ORG”.

2) Great ambiguity: Text is too short and has great ambiguity. As we can see
in Fig. 4(b), “Ben Davis” and “Carnel” both belong to “ORG” but short tweet
text has great ambiguity so that it is hard to help understand tweet even with
some external information. Thus, it results in wrong prediction “PER”.

5 Conclusions

In this paper, we propose a novel nerual network for multimodal NER. In our
model, we use a new architecture to fuse image knowledge and image attributes.
We propose an effective way to introduce image knowledge with MMKG to
help us capture deep features of image to avoid error from shallow features.
We introduce image attributes to help us treat the target objects in the image
fairly alleviating the visual guidance bias of image naturally as well as expression
heterogeneity between text and image. Experimental results show the superiority
of our method compared to previous methods.

Future work includes two aspects. On the one hand, because our approach
still performs not well on social media posts where text and image do not relate,
we consider to identify the relevance of image and text and avoid introducing
irrelevant image information to the model. On the other hand, since there are
not many existing datasets and the size of the existing datasets is relatively
small, we intend to build a larger and higher-quality dataset for this field.
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